
1.  Introduction
Clouds play critical roles in global energy budget and hydrology cycles, but their representation in general 
circulation models (GCMs) remains a major source of uncertainties (IPCC and Stocker, 2013). One large 
uncertainty resides in the impacts of aerosols on clouds (also known as aerosol indirect effects). Aerosols 
can affect cloud drop and ice crystal number concentrations via the activation process (Twomey, 1974). Fur-
thermore, they can influence precipitation formation, and cloud lifetime or liquid water path via collision, 
coalescence, and collection processes (Albrecht, 1989). These processes involve cloud drops and ice crystals 
ranging from less than a micrometer to a few millimeters. Given the large grid spacings (on the order of 
100 km), the microphysical processes have to be parameterized in GCMs.

The cloud microphysics parameterizations have evolved quickly in recent decades. More sophisticat-
ed cloud microphysical schemes (for example, two-moment, prognostic precipitation) are available and 
have been implemented in global models (e.g., Gettelman & Morrison, 2015; Gettelman et al., 2015; Ghan 
et al., 1997; Lohmann et al., 1999; Morrison & Gettelman, 2008; Salzmann et al., 2010; Walters et al., 2014). 
Two-moment bulk cloud microphysics schemes predict both mass mixing ratio and number concentration 
in most cases. They allow the number concentration (or particle size) to evolve consistently with the mass 
mixing ratio, and represent the aerosol-cloud interactions more realistically than one-moment (mass only) 
schemes that prescribe the number concentration or particle size.

A recent model development study indicated that Morrison and Gettelman (2008) two-moment bulk cloud 
microphysics scheme (MG1 hereafter) improved coastal stratocumulus simulations in the Geophysical 
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Fluid Dynamics Laboratory (GFDL)'s Atmosphere Model version 3 (AM3) (Guo et al., 2014). The lack of 
coastal stratocumulus is a persistent bias in the GFDL global models (Donner et al., 2011; GFDL Global 
Atmosphere Model Development Team, 2004; Horowitz et al., 2020; Zhao et al., 2018a), as well as a number 
of other state-of-the-art GCMs (Golaz et al., 2019; Kelley et al., 2020; Voldoire et al., 2019). The insufficient 
stratocumulus clouds allow too much shortwave absorption by the underlying ocean, and develop posi-
tive sea surface temperature (SST) biases and impact seasonal SST cycles (Gordon et al., 2000). Large and 
Danabasoglu (2006) pointed out that the SST biases were related to excess precipitation in the Southern 
Hemisphere tropics, that is, “double” intertropical convergence zone (ITCZ). Therefore, the improved coast-
al stratocumulus could have significant implications for fully coupled simulations. As stressed by Donner 
et al.  (2011), it is a high priority to improve the representations of the coastal marine stratocumulus for 
future model development.

The prognostic treatment of precipitation promotes accretion but reduces autoconversion (Gettelman & 
Morrison,  2015; Posselt & Lohmann,  2008,  2009; Walters et  al.,  2014). Autoconversion is often parame-
terized as a function of drop number concentration. The overestimate of autoconversion is possibly one 
reason why the aerosol indirect effects are amplified in many GCMs (Quaas et al., 2009; Wang et al., 2012). 
Prognostic precipitation is expected to enhance the ratio of accretion over autoconversion, and alleviate 
the over-prediction of the aerosol indirect effects. Gettelman et al. (2015) reported that the aerosol indirect 
effects could be weakened by 30%, after the prognostic precipitation treatment described in Gettelman and 
Morrison (2015) (MG2 hereafter) was introduced in the Community Atmosphere Model, version 5 (CAM5).

Aerosol activation is a key bridge between aerosols and clouds. Compared to the parameterizations of drop 
activation that are more physically based (Ghan et al., 2011; Ming et al., 2006), the parameterizations of ice 
nucleation are less constrained. The nucleated ice crystal concentrations could differ by an order of magni-
tude or more, leading to a wide spread in cloud water phase (liquid and ice partitioning) simulations among 
GCMs (Komurcu et al., 2014). The wide spread could introduce a large uncertainty in quantifying cloud 
feedback, because the partitioning between cloud liquid and ice would affect both precipitation efficiency 
and radiative properties of mixed phase clouds (McCoy et al., 2016; Zhao, 2014). As an effort to advance 
the cloud phase simulations and aerosol-cloud-ice representations, Fan et al. (2019) developed a mineral 
dust and temperature-dependent nucleation scheme, and showed that it could potentially ameliorate the 
over-estimation of ice fraction in the GFDL Atmosphere Model version 4.0 (AM4.0).

In order to narrow down the uncertainty of the aerosol indirect effects, and to improve the coastal stratocu-
mulus and cloud water phase simulations, we implemented MG2, along with a dust and temperature-de-
pendent ice nucleation scheme, in AM4.0 (hereafter AM4-MG2). This paper documents the implementa-
tion and performance of AM4-MG2. We provide brief descriptions of AM4.0 and AM4-MG2 in Section 2. 
Section  3 evaluates the AM4-MG2 global simulation results (including model mean climate, and cloud 
microphysical, and macrophysical properties) against observations and reanalyses, and compares them 
with AM4.0 results. Section 4 estimates aerosol radiative flux perturbation (RFP) and examines primary 
rain formation processes: autoconversion and accretion. Section 5 investigates the model sensitivity to sed-
imentation scheme, ice nucleation scheme, and refined horizontal resolution. Finally, we summarize our 
findings in Section 6.

2.  Model Description and Configuration
2.1.  Brief Description of AM4.0

AM4.0 (Zhao et al., 2018a, 2018b) was based upon AM3 (Donner et al.,  2011) and the High Resolution 
Atmospheric Model (HiRAM) (Zhao et al., 2009), but with new features in dynamic core and especially 
in physics packages. The dynamic core adopts the hydrostatic version of the GFDL Finite-Volume Cubed-
Sphere Dynamical Code (FV3) (Harris, Zhou, Chen et al., 2020; Lin, 2004; Putman & Lin, 2007). A new “dou-
ble-plume” convective closure parameterizes both shallow and deep convection (Zhao et al., 2016, 2018b). 
An updated topographic gravity drag scheme is built on an analytical expression for arbitrary topography 
and then expanded to include nonlinear effects (Garner, 2005, 2018). A “light” chemistry disables photo-
chemistry and stratospheric chemistry to speed up simulations, but it is capable of simulating aerosols from 
emissions using prescribed oxidants (Held et al., 2019; Zhao et al., 2018a). Note that the prescribed oxidant 
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concentrations are based on full chemistry simulations. The model is topped at 1 hPa, which is referred to as 
“low top”. There are fewer vertical levels (i.e., coarse vertical resolution) in the stratosphere in AM4.0 than 
AM3. Thus, the representation of the stratosphere is limited. The radiative transfer codes have substantial 
modifications, for example, adding 10 μm CO2 band and re-fitting to line-by-line benchmark simulations 
(Pincus et al., 2020).

The representations of planetary boundary layer (PBL), cloud macrophysics, and cloud microphysics in 
AM4.0 remain almost unchanged from AM3. The PBL scheme considers down-gradient eddy diffusion 
with diffusivities following Lock et al.  (2000). The cloud macrophysics with prognostic cloud fraction is 
parameterized according to Tiedtke  (1993). In our implementation, super-saturation over ice is allowed 
(Salzmann et al.,  2010). The cloud microphysical scheme was originally a one-moment bulk scheme. It 
only prognosed the mass mixing ratios of cloud water and ice, while rain and snow were diagnosed, fol-
lowing Rotstayn (1997) with modifications in mixed-phase clouds (Rotstayn et al., 2000) and in the overlap 
between clouds and precipitation (GFDL Global Atmosphere Model Development Team,  2004; Jakob & 
Klein, 2000). Later the microphysical scheme has been updated to predict cloud droplet number concen-
tration since AM3 (Donner et al., 2011), with drop activation dependent on updrafts and aerosol chemical 
and size properties in order to facilitate the study of aerosol-cloud interactions (Golaz et al., 2011; Ming 
et al., 2006, 2007). We refer to this as Rotstayn-Klein (RK) cloud microphysical scheme hereafter (See Ta-
ble 1). A detailed description of AM4.0 is documented in Zhao et al. (2018a, 2018b).

2.2.  Brief Description and Configuration of AM4-MG2

AM4-MG2 is based on AM4.0, but replaces the RK microphysics with the MG2 microphysics. MG2 assumes 
that cloud particles follow gamma distributions, and predicts the mass mixing ratios and number concen-
trations (i.e., two moments) of cloud water and ice (Morrison & Gettelman, 2008; Gettelman et al., 2008). 
Moreover, the prognostic equations are extended to include the two moments of precipitation: rain and 
snow (Gettelman & Morrison, 2015; Gettelman et al., 2015). Because of the fast fall velocity of precipitation 
species, there often exist numerical stability problems when applying prognostic precipitation in GCMs. 
Many state-of-the-art GCMs have vertical spacing of ∼100 m in the planetary boundary layer (Danabasoglu 
et al., 2020; Gettelman et al., 2015; Golaz et al., 2019; Zhao et al., 2018a). For example, stratiform rain could 
fall down at 2–4 m s−1 (Niu et al., 2010). This requires a time step of 25–50 s to satisfy the Courant-Frie-
drichs-Lewy (CFL) stability criterion if we employ an explicit sedimentation scheme. Unfortunately, such a 
short time step is not ideal for GCMs given the current computational power. One solution is to substep the 
sedimentation time step as implemented in CAM5 (Gettelman et al., 2015). Another approach is to employ 
an implicit sedimentation scheme. In this study, we apply a time-implicit scheme to the sedimentation 
of both number and mass of all hydrometeors. The implicit scheme is vastly simpler and more stable. It 
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AM4-MG2 AM4.0

microphysics two-moment Morrison-Gettelman a one-moment+ Rotstayn-Klein

with prognostic precipitation (MG2) with diagnostic precipitation (RK)

(Gettelman & Morrison, 2015) (Rotstayn, 1997; Jakob & Klein, 2000)
bdrop activation mechanistic mechanistic

(Ming et al., 2006, 2007) (Ming et al., 2006, 2007)

ice nucleation dust and temperature-dependent only temperature-dependent,

for prognostic ice number concentration only for Wegener–Bergeron–Findeisen process

(Fan et al., 2019) (Meyers et al., 1992)
aRK cloud microphysical scheme predicts both mass mixing ratio and number concentration of cloud liquid drops, but 
only mass mixing ratio of cloud ice. In other words, it is a one-moment scheme with the exception of two-moment 
in cloud liquid. bThe minimum standard deviation of sub-grid vertical velocity probability density function (PDF) for 
cloud drop activation is reduced to 0.3 m s−1 in AM4-MG2 from 0.7 m s−1 in AM4.0.

Table 1 
Comparison of Cloud Microphysical and Aerosol Activation Schemes in AM4-MG2 and AM4.0
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does not require substepping, and is more efficient computationally (Harris, Zhou, Lin, et al., 2020; Zhou 
et al., 2019).

2.2.1.  Radiative Properties of Rain and Snow

The radiative effects of both rain and snow are taken into account in AM4-MG2. The shortwave optical 
properties of rain were derived from Mie theory assuming that raindrops followed a lognormal distribution. 
The extinction coefficient depends on rain water content and effective radius. The single scattering albedo 
and asymmetry factor are parameterized for four spectral bins as a function of rain effective radius (Savi-
järvi, 1997). The shortwave properties of snow are parameterized for six spectral bins as a function of snow 
water content only (Fu et al., 1995). The longwave properties of rain and snow were derived assuming that 
rain and snow were spherical particles. The radiative properties at 12 infrared bands only depend on their 
mass mixing ratios, not their particle sizes (Fu et al., 1995). We did sensitivity tests with and without the ra-
diative effects of rain and snow, and found that they had little impact on the results of this study. Therefore, 
we will not discuss them further.

2.2.2.  Ice Nucleation

AM4-MG2 predicts both droplet and ice number concentrations. Since ice nucleation is a dominant source 
for ice crystals, its parameterization is critical for simulating mixed-phase and cirrus clouds. Ice crystals can 
form through either homogeneous nucleation or heterogeneous nucleation. In this study, the homogene-
ous nucleation is parameterized based on Koop et al. (2000). The heterogeneous nucleation at T < 233 K is 
parameterized based on Ullrich et al. (2017, 2019) for mineral dust and soot particles, but is neglected for 
sea-salt and organic/sulphate particles. For the heterogeneous nucleation at T > 233 K, we adopt a mineral 
dust and temperature-dependent scheme developed by Fan et al. (2019). This scheme is based on parcel 
model simulations, and is well-constrained by laboratory experiments and in situ aircraft measurements 
(Fan et al., 2017).

The nucleated ice crystal number concentration, *
iN  (in units of cm−3), is obtained via a least squares fitting 

to the parcel model results

 * 0.412(273.15 ) 6p[ ] 10
95000

T
i fitN A dust e� (1)

where Afit is a proportionality coefficient, [dust] mineral dust mass concentration (μg m−3), T air temper-
ature (K), p pressure (Pa). Afit is set to 5.48 in AM4-MG2, doubled from 2.74 in Fan et al.  (2019), to ac-
count for a similar increase of ice nucleation active sites from the empirical parameterization of Niemand 
et al. (2012) to Ullrich et al. (2017) based on the experiments with desert dust particles.

To be consistent with ice mass mixing ratio, the ice number concentration is also subject to large-scale 
transport, turbulence mixing, and convective detrainment. In this study, the ice number detrainment is 
parameterized as a function of detrained ice mass mixing ratio and temperature (Kristjansson et al., 2000; 
Salzmann et al., 2010).

Unlike in AM4-MG2, the ice number concentration is used in AM4 only for the representation of Wegener–
Bergeron–Findeisen (WBF) process that is essential for mixed-phase clouds. The ice number concentration 
is approximated by *

iN , and *
iN  is parameterized following Meyers et al. (1992) (see Table 1),

 * [12.96(273.15 )/80 0.639]0.001 T
iN e� (2)

Note that the Meyers et al. (1992) scheme is used in AM4.0 only for the WBF parameterization, but it is not 
used in AM4-MG2 (Table 1).

3.  Global Simulation Results and Evaluations
The global results in this section are from AMIP (Atmospheric Model Intercomparison Project) mode 
simulations with AM4-MG2 and AM4.0, where sea surface temperature (SST) and sea ice are prescribed 
(Gates, 1992; Gates et al., 1999). The horizontal grids have cubed-sphere topology with six faces and 96×96 
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points on each face, corresponding to a nominal horizontal resolution of about 1° or 100 km. There are 33 
vertical levels with a sponge layer extending from model top (at 1 hPa) to 8 hPa. The physical time step is 
30 min with two substeps for the microphysical processes. The simulation period is from January 1, 1979 to 
December 31, 2014. The first year is considered as a spin-up, and the climatology for the period 1980–2014 
is analyzed here. Additional sensitivity tests are discussed in Section 5.

3.1.  Mean Model Climate

3.1.1.  Shortwave Absorption and Marine Stratocumulus

Our evaluations of AM4-MG2 performance start with radiative fluxes at the top-of-atmosphere (TOA) be-
cause the observational estimates are well constrained and the radiative balance is of significance for atmos-
phere-ocean fully coupled simulations (Zhao et al., 2018a). Figure 1a shows the annual mean net downward 
shortwave flux or shortwave absorption (SWABS) global map at TOA from AM4-MG2. The satellite observa-
tions are based on the Clouds and the Earth's Radiant Energy System-Energy Balanced and Filled climatol-
ogy Edition 4.1 (CERES-EBAF-Ed4.1) (Figure 1b) (Loeb et al., 2009, 2018). It is clear that the SWABS spatial 
pattern from AM4-MG2 compares well with CERES-EBAF-Ed4.1. AM4-MG2 shows better agreement with 
the observations over the mid-latitude oceans (the North Pacific, North Atlantic, Southern Ocean) than 
AM4.0. But it exhibits larger biases over the tropical Indian Ocean and the tropical western Pacific.
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Figure 1.  Annual-mean net downward shortwave flux or shortwave absorption (SWABS, W m−2) at the top-of-atmosphere (TOA) from (a) AM4–MG2 averaged 
over 1980–2014, (b) CERES–EBAF Ed4.1 averaged over 2000–2015, (c) AM4–MG2 model error (AM4-MG2 minus CERES), and (d) AM4.0 (averaged over 1980–
2014) model error. The boxes indicate subtropical stratocumulus regions: Peruvian [80°W–90°W, 10°S–20°S], Namibian [0°E–10°E, 10°S–20°S], and Californian 
[120°W–130°W, 20°N–30°N] regions as defined in Klein and Hartmann [1993].
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AM4-MG2 and AM4.0 share negative biases over sub-Saharan Africa and 
western Pacific storm track regions, suggesting excessive cloudiness. Pos-
itive biases occur along the west coasts of South America, Africa, and 
North America, indicating insufficient coastal marine stratocumulus 
there. But AM4-MG2 ameliorates the positive biases. As shown in three 
representative stratocumulus regions near Peru [80°W–90°W, 10°S–20°S], 
Namibia [0°E–10°E, 10°S–20°S], and California [120°W–130°W, 
20°N–30°N] (i.e., boxed regions in Figures 1c and 1d), the positive biases 
are less pronounced (“reddish”) in AM4-MG2 than AM4.0. The annual 
mean biases over three stratocumulus regions are −0.1, 14.7, and 12.3 W 
m−2 in AM4-MG2, which are about 10 W m−2 in magnitude smaller than 
those in AM4.0 (Table  2). The corresponding root mean square errors 
(RMSEs) are 16.3, 17.8, and 13.2 W m−2 in AM4-MG2, also smaller than 
those in AM4.0 by 5–8  W m−2. However, it might be argued that the 
smaller bias (−0.1 W m−2) over the Peruvian region is largely caused by 
the cancellation between positive and negative bias (Figure 1). In order 
to reduce the cancellation error, we re-calculate the mean biases and RM-
SEs over three extended stratocumulus regions with latitude/longitude 

bounds at [70°W–90°W, 10°S–30°S] [0°E–10°E, 10°S–30°S], and [110°W–130°W, 10°N–30°N]. It turns out 
that the mean biases and RMSEs are reduced by 3–10 W m−2 in AM4-MG2, compared to those in AM4.0 
(Table 2). The reduced model errors over the stratocumulus regions are encouraging, especially because the 
insufficient coastal stratocumulus clouds are a long-standing problem in GFDL global models including 
AM2, AM3, and AM4.0, and because the insufficiency could negatively impact the ITCZ and El Niño-South-
ern Oscillation (ENSO) simulations in the coupled mode (Gordon et al., 2000; Large & Danabasoglu, 2006).

Figure 2 shows the spatiotemporally averaged vertical profiles of cloud fraction, liquid water content, and 
longwave radiative cooling from AM4-MG2 and AM4.0 near Peru, Namibia, and California. The observa-
tional estimates of cloud fraction and liquid water content are provided by a merged product of CALIPSO 
(Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations), CloudSat, CERES, MODIS (Moderate 
Resolution Imaging Spectroradiometer) retrievals (C3M) (Kato et al., 2010). AM4-MG2 and AM4.0 gener-
ate too little cloud fraction and too thin a cloud layer. Their peak cloud fractions are only about half of the 
C3M observations (Figures 2a, 2d and 2g). Nevertheless, the simulated clouds appear to have maximum 
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AM4.0 AM4-MG2

(W m−2) (W m−2)

Peruvian [80–90°W, 10–20°S] 10.8 (21.0) −0.1 (16.3)

Namibian [0–10°E, 10–20°S] 23.8 (25.5) 14.7 (17.8)

Californian [120–130°W, 20–30°N] 19.2 (20.1) 12.3 (13.2)

extended Peruvian [70–90°W, 10–30°S] 16.6 (28.1) 6.8 (21.6)

extended Namibian [0–10°E, 10–30°S] 16.9 (19.9) 6.5 (13.2)

extended Californian [110–130°W, 10–30°N] 11.1 (14.4) 8.6 (11.0)

Table 2 
Summary of Annual Mean Bias and Root Mean Square Error (RMSE, in 
Parenthesis) of Shortwave Absorption (SWABS) at the Top-of-Atmosphere 
(TOA) From AM4.0 and AM4-MG2 Relative to CERES-EBAF-Ed4.1 
Over Three Representative Stratocumulus Regions and Three Extended 
Stratocumulus Regions

Figure 2.  Vertical profiles of annual mean cloud fraction (%), liquid water content (g m−3), and longwave radiative heating rate (K day−1) over the Peruvian, 
Namibian, and Californian regions from AM4-MG2 and AM4.0 averaged from 1980 to 2014; and cloud fraction and liquid water content from CALIPSO, 
CloudSat, CERES, MODIS (C3M) observations averaged from 2006 to 2011 (Kato et al., 2010). The heating rate difference between AM4-MG2 and AM4.0 is 
shown in (c) (f) (i).
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cloud water content comparable to observations (Figures 2b, 2e and 2h). This indicates that the positive 
biases in SWABS (Figures 1c and 1d) are largely due to the modeled stratocumulus clouds that are too low 
in coverage and are too shallow in depth. Clearly AM4-MG2 produces higher cloud fraction and liquid 
water content than AM4.0 in the three regions (Figure 2), resulting in smaller (positive) biases in SWABS 
(Figures 1c and 1d).

For the cloud fraction in these stratocumulus regions where large-scale subsidence is prevalent, cloud top 
radiative cooling is an important source (Tiedtke, 1993). The cooling at the top sustains a turbulence-driven 
and well-mixed stratocumulus boundary layer, and the sustained stratocumulus clouds in turn strengthen 
the longwave radiative cooling. It is a positive feedback. Therefore, thicker stratocumulus clouds are often 
associated with stronger cooling, and vice versa. Consistent with higher cloud fraction and cloud water 
content, the cloud top radiative cooling is also stronger in AM4-MG2. It is stronger by up to 1.36 K day−1 
(or 24%), 0.56 K day−1 (or 17%), and 0.47 K day−1 (or 14%) in Peruvian, Namibian, and Californian regions, 
respectively (Figures 2c, 2f and 2i).

The SWABS and shortwave radiative effect (SWCRE) of the subtropical stratocumulus clouds undergo sig-
nificant seasonal cycles. The highest SWABS and the strongest (the most negative) SWCRE tend to occur in 
local summer or autumn, and the lowest SWABS and the weakest SWCRE happen during local winter or 
spring (Figure 3). In the Peruvian region, AM4-MG2 behaves similarly to CERES-EBAF-Ed4.1. The SWABS 
reaches its maximum (360 W m−2) and minimum (210 W m−2) in austral summer and winter, respectively. 
The SWCRE peaks and bottoms at about −55 W m−2 and −105 W m−2 in austral fall and spring, respectively. 
Although the SWABS from AM4.0 is in fair agreement with CERES-EBAF-Ed4.1, the SWCRE is not. It ex-
hibits double peaks in March and August, which is unexpected. Moreover, its magnitude tends to be smaller 
than AM4-MG2 and CERES-EBAF-Ed4.1, especially in austral winter and spring (Figures 3a and 3b). The 
stratocumulus clouds in the Namibian region demonstrate similar seasonal cycles to those in the Peruvian 
region (Figures 3c and 3d). Both AM4-MG2 and AM4.0 are able to capture the overall trends of seasonal 
variations in SWABS and SWCRE, but the magnitudes in AM4-MG2 are closer to CERES-EBAF-Ed4.1, es-
pecially during austral winter and spring.

The seasonal cycles in the Californian region are opposite to those in the Peruvian and Namibian regions. 
The highest SWABS and the most negative SWCRE occur in boreal summer, and the lowest SWABS and the 
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Figure 3.  Seasonal shortwave absorption (SWABS, W m−2), and cloud radiative effect (SWCRE, W m−2) for AM4-MG2 (blue), AM4.0 (red), and CERES-EBAF 
Ed4.1 (black) over the Peruvian region in (a) and (b), the Namibian region in (c) and (d), and the Californian region in (e) and (f).
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least negative SWCRE take place in boreal winter (Figures 3e and 3f). Both AM4-MG2 and AM4 tend to un-
derestimate the magnitude of SWCRE. But AM4-MG2 shows stronger (more negative) SWCRE, consistent 
with higher cloud amount and water content (Figures 2g and 2h). Overall, AM4-MG2 performs better than 
AM4.0 in simulating the phase and amplitudes of the seasonal cycles of the radiative properties of coastal 
stratocumulus clouds.

3.1.2.  Outgoing Longwave Radiation

Figure 4 displays the global maps of annual-mean outgoing longwave radiation (OLR). The OLR spatial 
pattern from AM4-MG2 agrees well with the observational reference (CERES-EBAF-Ed4.1). At first glance, 
the bias pattern from AM4-MG2 is close to that from AM4.0 with comparable global RMSE (4.40 vs. 4.44 W 
m−2). Both models show negative biases over the West Indian Ocean, the tropical Pacific, the tropical North-
west Atlantic, and the Arctic; and positive biases over East Indian Ocean. A closer look reveals that over 
these tropical ocean regions, the negative biases are weaker (less “bluish”) and the positive biases are strong-
er (more “reddish”) in AM4-MG2 (Figures 4c and 4d). This implies that AM4-MG2 likely has less high 
level clouds there. One reason is due to stronger convection (or more convective precipitation). The ratio of 
convective precipitation over total precipitation in AM4-MG2 is 0.46, but it is lower (0.40) in AM4.0. A com-
prehensive investigation of convection under the AM4-MG2 framework is beyond the scope of this study. 
The interactions between convection and large-scale stratiform clouds warrant future research.

3.1.3.  Precipitation

The climatology of total surface precipitation rates from AM4-MG2 and observations can be found in Fig-
ures 5a and 5b. The Global Precipitation Climatology Project Version 2.3 (GPCP V2.3) data set serves as the 
observational guidance in this paper (Adler et al., 2003, 2016). Compared to the GPCP V2.3, both AM4-MG2 
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Figure 4.  As in Figure 1 but for the top-of-atmosphere (TOA) outgoing longwave radiation (OLR, W m−2).
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and AM4.0 overestimate the surface precipitation (by about 10%), as illustrated by the prevailing positive 
(wet) biases in Figures 5c and 5d. The global means from AM4-MG2 and AM4.0 are 2.92 mm day−1 and 
2.96 mm day−1, respectively, but it is only 2.69 mm day−1 from the GPCP V2.3. Nevertheless, the obser-
vational estimates are subject to large uncertainties (Gehne et al., 2016; Sun et al., 2018). The precipita-
tion is likely underestimated by ∼10% over tropical oceans, and by a higher percentage over mid-latitude 
oceans (Stephens et al., 2012). The global mean precipitation rate from the ERA-Interim reanalysis is about 
2.92 mm day−1 (Dee et al., 2011), the same as the AM4-MG2 value.

The global RMSEs are comparable (0.84 mm day−1 in AM4-MG2 versus 0.85 mm day−1 in AM4.0) (see Fig-
ures 5c and 5d). Removing the global mean bias, the standard deviations become 0.81 mm day−1 for AM4-
MG2 and 0.80 mm day−1 for AM4.0. The model biases mainly show up in the tropics. There are wet biases 
in the tropical Pacific and West Indian Ocean and dry biases in the East Indian Ocean, which are consistent 
with the OLR bias patterns in Figure 4. AM4-MG2 has wetter Southern Africa and drier East Indian Ocean 
than AM4.0. These tropical biases are expected to be closely related to the convection parameterization, and 
the interactions between convection and large-scale stratiform clouds (Zhao et al., 2018a, 2018b).

A more detailed examination is conducted by analyzing the precipitation partitioning. As shown in Fig-
ure  6, the tropical precipitation is dominated by convective precipitation, while the precipitation in the 
mid-latitudes mainly comes from large-scale stratiform precipitation. AM4-MG2 produces more convective 
precipitation, albeit less large-scale precipitation. During the development of AM4-MG2, we increased the 
lateral mixing for the deep plume to 1.1 from 0.9 (as used in AM4.0), with the purpose to weaken the con-
vection. But it turns out that the convection is still stronger than that in AM4.0. We noticed that the large-
scale precipitation was also reduced after the MG1 microphysics was implemented in AM3 (See stratiform  
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Figure 5.  Annual-mean surface precipitation rate (mm day−1) for (a) AM4–MG2 averaged for the 1980–2014 period, (b) GPCP v2.3 averaged for the 1980–2015 
period, (c) AM4–MG2 model error (AM4-MG2 minus GPCP), and (d) AM4.0 (averaged for the 1980–2014 period) model error.
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precipitation Pstrat in Table 2 in [Salzmann et al., 2010]). The convective precipitation and large-scale precip-
itation have changed after the RK microphysics is replaced by the MG1 or MG2 microphysics.

The MG2 microphysics precipitates less readily than the RK microphysics. The cloud microphysics precipi-
tation efficiency, which is defined as the ratio of surface precipitation rate to the sum of column-integrated 
vapor condensation and deposition rates (Sui et al., 2005, 2007), is lower (0.56 in AM4-MG2 versus 0.66 
in AM4.0). AM4-MG2 thus has a lower large-scale stratiform precipitation rate (Figure 6c and Table 3). 
Because the large-scale stratiform precipitation is less efficient in removing water vapor, the environmental 
relative humidity becomes higher. A higher relative humidity may favor the development of convective 
precipitation (Figure 6d), and more active convection.

Figure 7a demonstrates the precipitation intensity distributions from AM4-MG2, AM4.0, and the Tropi-
cal Rainfall Measuring Mission (TRMM) 3B42(V7) observation (Huffman et al., 2007). The distributions 
were sampled over 3-hourly surface precipitation rate for the latitude band from 50°S to 50°N, which the 
TRMM data set covers. The distribution is for the period of 1998–2001 from TRMM, and for the period of 
1980–2014 from AM4-MG2 and AM4.0, respectively. The modeled distributions overall compare well with 
the TRMM distribution. Both AM4-MG2 and AM4.0 are able to capture the major feature of the distribu-
tion: the stronger the precipitation, the less frequently it occurs. Both models overestimate the occurrence 
of precipitation rate <30  mm day−1, and underestimate the occurrence of precipitation >30  mm day−1. 
The AM4-MG2 distribution almost overlaps with the AM4.0 one, except for slightly lower occurrence of 
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Figure 6.  Zonal-mean precipitation partitioning (mm day−1) for (a) AM4-MG2 and (b) AM4.0, large-scale stratiform and convective precipitation in (c) and (d).
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precipitation rate higher than 100 mm day−1, consistent with lower mean 
surface precipitation rate (Figures 6a and 6b).

Figure 7b compares the distributions of large-scale and convective pre-
cipitation intensity from AM4-MG2 and AM4.0. In AM4-MG2, large-
scale precipitation occurs less frequently, and convective precipitation 
occurs more frequently. This is in line with the weaker large-scale precip-
itation but stronger convective precipitation after the MG2 microphysics 
is introduced (Figures 6c and 6d), confirming that the MG2 scheme is less 
likely to generate precipitation than the RK scheme.

3.1.4.  Global Mean Climatological Skill

An overview of global annual means of variables from AM4-MG2 and 
AM4.0 is provided in Table  3. The global mean aerosol optical depths 
(AODs) from models agree well with the Multi-angle Imaging SpectroRa-
diometer (MISR) estimates (Diner et al., 1998; Kahn et al., 2005, 2009). 
AM4-MG2 has more high-level cloud amount than AM4.0 globally, but 
its longwave radiative effect (LWCRE) is lower by 1 W m−2 . One reason 
is the higher water vapor content. The water vapor path (WVP) is 24.5 g 
m−2 and 23.6 g m−2 for AM4-MG2 and AM4, respectively (Table 3). Given 
more vapor, the clear-sky OLR (OLR_clr) at TOA is effectively coming 
from higher altitude and colder temperature, and thus lower. As a result, 
the LWCRE (LWCRE = OLR_clr - OLR) is lower, too.

The liquid water path due to stratiform and convective clouds (LWPcw) 
over the ocean is underestimated. The underestimation of LWP is a com-
mon problem shared by a number of state-of-the-art GCMs including 
high resolution models (Jing et  al.,  2017). Compared to AM4.0, AM4-
MG2 alleviates such bias. The LWP in AM4-MG2 is higher by more than 
20%, and closer to the observational reference provided by the Multi-Sen-
sor Advanced Climatology of Liquid Water Path (MAC-LWP) (Elsaesser 
et al., 2017). The total LWP (LWPtot) from AM4-MG2 is not comparable to 
that from AM4.0, because the former includes rain while the latter does 
not. Consistent with LWPcw, the global mean stratiform and convective 
LWP are higher in AM4-MG2, due to higher stratiform LWP.

The total ice water path (IWPtot) and the convective IWP from AM4-
MG2 and AM4.0 have similar magnitudes. Unlike AM4.0, which merg-
es ice and snow into one prognostic variable, AM4-MG2 predicts ice 
and snow separately. As a result, the stratiform IWP from AM4-MG2 
is not comparable to that from AM4.0. The modeled thermodynamic 
and momentum fields: sea level pressure, temperature, and U-wind at 
different pressure levels are close to the ERA-Interim reanalyses (Dee 
et al., 2011).

A summary of the global climatology performance is given by target dia-
grams in Figure 8 (Jolliff et al., 2009). Target diagrams manifests the dif-
ferences between models and observations/reanalyses in a compact but 
clear fashion. The y-axis and x-axis represent the normalized model bias 
and unbiased root-mean-square difference (RMSD), respectively. The 
closer to the origin, the better the agreement between models and obser-
vations/reanalyses. For these 12 climatically important fields, AM4-MG2 
and AM4.0 tend to be clustered together. The overall model skill scores of 
two models are similar, although the LWCRE looks slightly different due 
to the reason discussed earlier.
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Variable Observations AM4-MG2 AM4.0

AOD 0.17 0.15 0.15

AOD ocean 0.16 0.13 0.14

LCA (%) 43.0 36.0 32.2

MCA (%) 32.2 17.3 15.5

HCA (%) 40.3 45.1 37.8

TCA (%) 66.8 67.2 61.0

SWCRE (W m−2) −45.4 −48.2 −48.6

LWCRE (W m−2) 25.9 22.7 23.7

WVP (g m−2) 24.7 24.5 23.6
aLWPcw ocean (g m−2) 81.1 74.5 60.7
bLWPtot (g m−2) 98.8 59.8

stratiform cloud water 61.7 49.4

stratiform rain 25.4 -

convective cloud water 11.7 10.4
cIWPtot (g m−2) 70.1 53.8 53.5

stratiform cloud ice 27.8 d52.7

stratiform snow 25.4 -

convective cloud ice 0.6 0.8
ePstrat (mm day−1) 1.32 1.55

SLP Arctic (hPa) 1,013 1,013 1,012

SLP NH (hPa) 1,014 1,013 1,013

SLP SH (hPa) 1,009 1,008 1,008

T250 (K) 225.8 225.3 224.8

T850 (K) 281.6 281.3 281.5

U250 (m s−1) 14.5 14.5 14.7

U850 (m s−1) 1.15 1.05 1.03

Tref land 13.5 13.1 12.9
aLWPcw includes both stratiform and convective cloud water, but not 
rain. bLWPtot includes stratiform and convective cloud water, and 
rain. cIWPtot includes stratiform and convective cloud ice, and snow. 
dstratiform cloud ice in AM4.0 includes both stratiform cloud ice and 
snow. ePstrat is large-scale stratiform precipitation rate at surface.

Table 3 
Global-Annual Mean AM4-MG2 and AM4.0 Results for 1980–2014, and 
Observations: Aerosol Optical Depth (AOD) Estimate is Based on the 
Multi-Angle Imaging SpectroRadiometer (MISR) Data (Diner et al., 1998; 
Kahn et al., 2005, 2009); Low, Medium, High, and Total Cloud Amount 
(LCA, MCA, HCA, TCA) Based on CloudSat-CALIPSO; Shortwave Cloud 
Radiative Effect (SWCRE), Longwave Cloud Radiative Effect (LWCRE), 
Based on CERES-EBAF Ed4.1 (Loeb et al., 2018); Water Vapor Path 
(WVP) Based on the NASA Water Vapor Project (NVAP) Total Column 
Water Vapor Data Sets; Convective and Stratiform Liquid Water Path 
(LWPcw) Over Ocean Based on the Multi-Sensor Advanced Climatology of 
Liquid Water Path (MAC-LWP) (Elsaesser et al., 2017); Total Ice Water 
Path (IWPtot) Based on the CloudSat (Jiang et al., 2012); Sea Level Pressure 
(SLP) at Arctic, Northern Hemisphere (NH), Southern Hemisphere (SH), 
250 hPa, 850 hPa Temperature and U-Wind (T200, T850, U200, U850) 
Based on ERA-Interim (Dee et al., 2011); 2-m Air Temperature (Tref) Over 
Land Based on Climate Research Unit (CRU) (Brohan et al., 2006)
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3.2.  Cloud Microphysical Properties

3.2.1.  In-Cloud Drop and Ice Size and Number Concentration Probabilities

Figure 9 displays the relative frequencies of occurrence of drop effective radius and in-cloud drop num-
ber concentration over the ocean and land, sampled over the instantaneous cloud fields with liquid wa-
ter content above 10−6 kg m−3. The modeled drop size tends to be smaller over land than over the ocean, 
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Figure 7.  Precipitation intensity distributions between [50°S, 50°N] from TRMM, AM4-MG2, and AM4.0 in (a), 
and large-scale and convective precipitation intensity distributions from AM4-MG2, and AM4.0 in (b). Note that the 
distributions from AM4-MG2, and AM4.0 are for the period of 1980–2014.

Figure 8.  Target diagrams showing AM4-MG2 (blue) and AM4.0 (red) model performance. Model results are annual-
means for the 1980–2014 period. Vertical axis (Bias*-axis) and horizontal axis ( *RMSD -axis) are model bias and 
unbiased root-mean-square difference (RMSD), respectively. Note that both model bias and RMSD are normalized by 
the spatial standard deviations of references (i.e., observations and/or reanalyses). If the spatial standard deviation of 
model variables is greater than that of references, *RMSD  is positive, otherwise, *RMSD  is negative. Fields shown are 
shortwave cloud radiative effect (SWCRE), shortwave absorbed radiation (SWABS), longwave cloud radiative effect 
(LWCRE), outgoing longwave radiation (OLR), net radiation (NetRad), precipitation (Precip), geopotential height at 
500 hPa (z500), temperature at 850 hPa (T850), surface air temperature over land (TAS (land)), zonal-wind at 200 hPa 
and 850 hPa (U200 and U850), and sea level pressure (SLP), Observations of SWCRE, SWABS, LWCRE, and OLR 
are from CERES-EBAF Ed4.1 (Loeb et al., 2018), precipitation from GPCP V2.3 (Adler et al., 2003, 2016), surface 
temperature from Climate Research Unit (CRU) (Brohan et al., 2006), and sea level pressure, geopotential height, wind, 
temperature from 40-year European Center for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40) 
(Uppala et al., 2005).
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while the drop number concentration is higher over land than over the ocean. The modeled effective radius 
mostly falls in the range of 2–15 μ m. These values compare well with the in-situ measurements: from 
about 7 to 13 μ m for clean clouds, and from about 4 to 10 μ m for polluted clouds, respectively (Bower & 
Choularton, 1992; Brenguier & Schüller, 2003; Gettelman et al., 2008; Martin et al., 1994; Pawlowska and 
Brenguier, 2006; Salzmann et al., 2010). The simulated drop number concentration is likely between 10 
and 300 cm−3 with peaks around 30–100 cm−3, which agrees with the continental cloud observations of 
50–80 cm−3 (Gettelman et al., 2008; Gultepe & Isaac, 2004).

The relative frequencies of occurrence of drop effective radius and number concentration from AM4-MG2 
and AM4.0 are different. There are more small drops with radius between 2 and 5 μ in AM4.0 (Figure 9b). 
One reason is the inclusion of super-cooled liquid drops (Salzmann et al., 2010). The super-cooled clouds 
are often associated with lower liquid water content and thus smaller drops. The other reason is probably 
the autoconversion parameterization. In AM4.0, the autoconversion representation follows Manton and 
Cotton (1977), which requires the drop size to reach a threshold (8.5 μm) to trigger precipitation. Other-
wise, the conversion of cloud water to rain water is inactive. Consequently, the smaller drops are more 
likely to survive. The threshold-based scheme, however, is not realistic. Given the disperse drop distribu-
tion, the collision and coalescence process always occurs. AM4-MG2 employs the Seifert and Beheng [2001] 
autoconversion scheme that was derived from stochastic collection equations. It considers the continuous 
collision and coalescence allowing cloud drops to grow and form rain. The clouds dominated by small drops 
(e.g., below 5 μm) are less common in AM4-MG2.

We notice a kink around 25 μm in AM4-MG2 (Figure 9a). The reason is because the drop radius is limited 
between 1 and 25 μm (Morrison & Gettelman, 2008). In case that the drop radius is beyond the specified 
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Figure 9.  Global probability of cloud droplet effective radius and in-cloud drop number concentration over land and 
over ocean for clouds with liquid water content higher than 10−6 kg m−3. The observed effective radius in pristine 
and polluted conditions ranges from 7 to 13 μm, and from 4 to 10 μm, respectively. The observed drop number 
concentration over land varies from 50 to 80 cm−3.
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limits, we adjust the drop number concentration without modifying the cloud water content. This drop 
number adjustment also partly explains why there is a lower possibility of drop number concentration be-
low 20 cm−3 in AM4-MG2 (Figure 9c).

The relative frequencies of occurrence of ice effective radius and in-cloud ice particle number concentration 
can be found in Figure 10. Similar to Figure 9, Figure 10 also applies the threshold of 10−6 kg m−3 for ice 
water content when sampling. In AM4.0, the ice crystal effective radius is diagnosed as a step function of 
temperature (Donner et al., 1997), based on observations by Heymsfield and Platt (1984). The diagnosed 
effective radius varies between 10 and 50 μm and peaks around 50 μm (Figure 10b). The ice number is not 
considered explicitly in AM4.0, so its frequency is unavailable.

As expected, AM4-MG2 shows a clear land-sea contrast. The ice particle number concentration peaks near 
0.15 cm−3 over the land and 0.1 cm−3 over the ocean (Figure 10c). This indicates the sensitivity of ice clouds 
to aerosol loading. The ice particle size seems to have two modes. One is around 50 μm, and the other is 
around 150 μm. The maximum ice particle size is limited by the conversion threshold of ice to snow (Mor-
rison & Gettelman, 2008; Gettelman et al., 2008).

3.3.  Cloud Macrophysical Properties

This section mainly examines cloud water phase (i.e., liquid-ice partitioning). We use ice cloud “occur-
rence frequency” phase ratios (FPR) data retrieved from the Global Climate Model-Oriented CALIPSO 
Cloud Product (GOCCP) as observational guidance (Chepfer et al., 2010). The satellite data are based on 
lidar backscattering measurements. The lidar signal is sensitive to ice but does not penetrate optically thick 
clouds. A lidar simulator is ideal to assist the classification of simulated clouds (Cesana et al., 2015). But we 
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Figure 10.  Global probability of cloud ice effective radius and in-cloud ice number concentration over land and over 
ocean for clouds with ice water content higher than 10−6kgm−3. Note that ice number concentration is not considered 
and thus the probability of ice number concentration is unavailable in AM4.0.
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choose to use mass fraction to quantify the cloud phase partitioning, following Komurcu et al. (2014). An 
ice mass fraction threshold is applied to determine ice clouds (Fan et al., 2019). If the ice (including snow if 

available) mass fraction (


ice mass

ice mass liquid mass
) exceeds the specified threshold, then the clouds are tagged 

as ice clouds. Otherwise, they are liquid clouds. Following Fan et al. (2019), we estimate the ice fractions in 
AM4-MG2 and AM4.0 at five different thresholds (50%, 60%, 70%, 80%, and 90%). Obviously, the higher the 
threshold, the lower the ice fraction.

Figure 11 compares the ice fractions from AM4-MG2 and AM4.0 to CALIPSO-GOCCP FPR. The ice frac-
tions are averages over different temperature bins by sampling over daily instantaneous cloud water, ice, 
and snow (if available) fields for 2008. CALIPSO-GOCCP FPR comes from global grid-mean observations 
and then similarly averaged over temperature bins from 2007 to 2011. Although the sampling periods be-
tween models and observations are different, this difference has little impact on the estimates of the ice 
fraction. Overall AM4-MG2 agrees better with the CALIPSO-GOCCP observations, especially for temper-
ature between −30°C and −10°C. It shows a more gradual transition from liquid cloud to ice cloud across 
the temperature range, and tends to have lower ice fractions than AM4.0 except for the threshold of 90%. 
The lower ice fraction is consistent with the higher LWP in AM4-MG2 (Table 3), and echoes the similar ice 
fraction changes reported by Fan et al. (2019) after they replaced Equation 2 with Equation 1 in the WBF 
parameterization in AM4.0. This comparison implies that ice nucleation (or ice nucleating particles) could 
impose remarkable impact on the liquid-ice partitioning.

A further analysis is performed by comparing the ice fractions over the Northern and Southern Hemi-
spheres (Figure 12). The Northern Hemisphere has more land mass, therefore, more dust emissions from 
deserts and/or semiarid regions. Mineral dusts could be one of the most efficient ice nuclei after they are 
transported and suspended in the atmosphere (Hoose et al., 2008; Hoose & Möhler, 2012). The Southern 
Hemisphere, however, contains fewer ice nucleating particles. So we expect a higher ice fraction (or lower 
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Figure 11.  Ice fraction (or occurrence frequency phrase ratio, FPR) versus temperature from CALIPSO-GOCCP 
observations (black), and from AM4-MG2 (blue) and AM4.0 (red) at five different thresholds for identifying ice clouds. 
If ice (including snow if available) mass fraction is higher than a threshold (e.g., 50%), it is tagged as an ice cloud; 
otherwise, it is a liquid cloud. The CALIPSO-GOCCP FPR data are averaged over different temperature bins from 
2007 to 2011. The ice fractions from AM4-MG2 and AM4.0 are estimated by sampling over daily instantaneous three-
dimensional cloud liquid, ice, and snow (if available) fields for 2008. Note that sampling different years yield almost the 
same estimates of ice fraction.
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supercooled fraction) over the Northern Hemispheres, which is confirmed by the observations based on 
NASA's Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) (Choi et al., 2010; Hu et al., 2010; 
Tan et al., 2014). Clearly, AM4-MG2 is able to capture this feature. It agrees well with the CALIOP observa-
tions. This represents a clear advance compared to AM4.0 (Figure 12). For temperature between −30°C and 
−10°C, AM4.0 tends to have lower ice fractions over the Northern Hemispheres than the Southern Hemi-
spheres, opposite to the CALIOP observations (Figure 12b); and shows consistently higher ice fraction than 
the observations, as displayed in Figure 11.

4.  Aerosol Radiative Flux Perturbation (RFP)
As discussed in Section 1, one motivation of introducing prognostic precipitation in GCMs is to improve 
the cloud sensitivity to aerosols. In order to assess this sensitivity, we conducted a set of two 10-year clima-
tological runs: one with present-day (2010) aerosol emissions, the other with pre-industrial (1850) aerosol 
emissions, while the greenhouse gases (including ozone), sea surface temperature, and sea ice concentra-
tion are fixed. The change in net radiation (ΔNetRad) at TOA is defined as aerosol radiative flux perturba-
tion (RFP) (Golaz et al., 2011; Haywood et al., 2009; Lohmann et al., 2010). An important characteristics of 
AM4.0 is that it shows weaker (or less negative) aerosol RFP than AM3. The weaker RFP is largely due to: 
(a) horizontal resolution (1° in AM4.0 vs. 2° in AM3), (b) aerosol wet removal by convection, and (c) aerosol 
activation parameterization. Each contributes to about 10% reduction in the magnitude of the aerosol RFP. 
More detailed discussion on the aerosol RFP in AM4.0 is available in Zhao et al. (2018b).

The aerosol RFP (or ΔNetRad) here includes the contributions mainly from sulphate, organic carbon, and 
soot. The effect of including soot is about 0.34 W m−2 in AM4-MG2 and 0.40 W m−2 in AM4.0. The aerosol 
RFP increases to −0.62 W m−2 in AM4-MG2 from −0.72 W m−2 in AM4.0 (Table 4). The increase is domi-
nated by shortwave contribution, and is partly compensated by longwave contribution. The change in the 
shortwave absorption (ΔSWABS) becomes less negative (an increase of about 0.35 W m−2). The change in 
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Figure 12.  Ice fraction versus temperature over the Northern (0°, 82°N) and Southern (82°S, 0°) Hemispheres. The 
CALIOP observations are averaged from December 2007 to December 2012 (Tan et al., 2014), and model results from 
AM4-MG2 and AM4.0 are averaged from January 2008 to December 2012.
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the shortwave cloud radiative effect (ΔSWCRE) turns from negative to 
positive (an increase of 0.30  W m−2), which conforms to a weaker liq-
uid water path increase (0.89% vs. 2.83%) and thus, a smaller increase in 
cloud reflectivity. Clearly in AM4-MG2, the less negative ΔSWABS large-
ly stems from the more positive ΔSWCRE, that is, the aerosol indirect 
effects.

The more positive ΔSWCRE in AM4-MG2 could be explained by primary 
rain formation processes: autoconversion and accretion. When the pre-
cipitation treatment is shifted from diagnostic to prognostic, the contri-
bution from accretion to rain formation becomes more important. For 
example, the ratio of global mean vertically integrated accretion rate to 

global mean vertically integrated autoconversion rate (
Accr_col
Auto_col

) is 1.29 

for AM4-MG2 and 0.61 for AM4.0. Obviously, accretion dominates auto-

conversion for the rain production in AM4-MG2. Because the representa-
tions of accretion (unlike autoconversion) in GCMs are usually inde-
pendent on cloud drop number concentration, the cloud sensitivity to the 
cloud drop number or aerosols is expected to be suppressed (Gettelman 
et al., 2013, 2015; Posselt & Lohmann, 2008, 2009).

We sampled hourly instantaneous three-dimensional autoconversion 
and accretion rates for October and November 2008 from AM4-MG2 
and AM4.0. Following Gettelman et al. (2015), we averaged the modeled 

process rates between 60°S–60°N, and evaluated them against the estimates based on the VAMOS Ocean–
Cloud–Atmosphere–Land Study (VOCALS) observations in October and November 2008 over the Southeast 
Pacific (Wood et al., 2011). As expected, the ratio of accretion over autoconversion in AM4-MG2 is higher 
than that in AM4.0 by a factor of two or more, especially for liquid water path lower than 100 g m−2 (Fig-
ure  13a), mainly resulting from the lower autoconversion rate (Figure  13b). Compared to the VOCALS 
observations, AM4.0 (like many GCMs) overestimates autoconversion rate, hence underestimates the ac-
cretion-to-autoconversion ratio. Although AM4-MG2 shares similar biases, it alleviates these biases to some 
extent, and agrees better with the observations. The accretion rates in AM4-MG2 and AM4 have similar 
magnitudes, and compare reasonably well with the observational estimates (Figure 13c).

5.  Sensitivity to Sedimentation, Ice Nucleation, and Horizontal Resolution
In addition to the base simulations discussed in Section 3, we performed three sensitivity tests to explore 
the impacts of sedimentation scheme, ice nucleation scheme, and horizontal resolution (Table 5). Note that 
there is only one change in each test while other model set-ups (including tunings) remain the same, so 
that we can evaluate differences caused by the single change. The sensitivity tests are historical AMIP mode 
simulations from 1979 to 2014. The zonal means over 1980–2014 are compared in Figure 14.

In the sensitivity test of AM4-MG2-ExpSed, the explicit (substepping) sedimentation scheme is adopted 
(Gettelman et al., 2015), instead of the time-implicit method. The explicit scheme removes hydrometeor 
faster. For large hydrometeor species such as ice, rain, and snow, sedimentation is an important or dom-
inant sink. The stronger the sedimentation, the less these species. This explains why the IWP goes down 
(Figure 14d). On the other hand, less rain and snow lead to less accretion, riming, and WBF depletion of 
cloud water. The accretion, riming, and Bergeron processes outweigh the sedimentation for depleting cloud 
water. Consequently, we see substantially higher LWP and stronger (more negative) SWCRE (Figures 14a 
and 14c).

Given the strong LWP increase in AM4-MG2-ExpSed, we estimate the liquid water removal time scale 

(τ = 
LWP

precipitation
), which could approximate the liquid cloud lifetime to some degree (Ma et al., 2015). 

τ is about 51.7 min in AM4-MG2-ExpSed and 48.8 min in AM4-MG2. Longer lifetime allows aerosols to 
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AM4.0 AM4-MG2 AM4-MG2-ExpSed

ΔAOD 0.04 0.05 0.05

ΔLWPtot (%) +2.83 +0.89 +1.17

ΔIWPtot (%) −0.06 −1.11 −1.37

ΔPreciptot (mm day−1) −0.03 −0.03 −0.03

ΔSWCRE(W m−2) −0.10 0.20 0.16

ΔLWCRE(W m−2) −0.08 −0.33 −0.32

ΔCRE(W m−2) −0.18 −0.13 −0.16

ΔSWABS (W m−2) −0.72 −0.37 −0.50

ΔOLR (W m−2) 0.00 0.25 0.30

ΔNetRad (W m−2) −0.72 −0.62 −0.80

Table 4 
Difference Between Present-Day (2010) and Pre-industrial (1850) Aerosol 
Emission Climatology Runs; ΔLWPtot and ΔIWPtot are the Percent Changes 
in Total Liquid Water Path (LWP) and Ice Water Path (IWP), Respectively, 
ΔPreciptot is the Change in Total Surface Precipitation, ΔCRE is the 
Change in Cloud Radiative Effect (CRE=SWCRE + LWCRE), ΔNetRad 
is the Change in Net Radiation (NetRad = SWABS-OLR), Also Known as, 
Radiative Flux Perturbation (RFP)



Journal of Advances in Modeling Earth Systems

exert larger impacts on liquid clouds. The aerosol indirect effects are thus expected to be stronger, which 
is confirmed by a more negative RFP (−0.80 W m−2 versus −0.62 W m−2) and a more negative shortwave 
radiative flux perturbation (−0.50 W m−2 versus −0.37 W m−2) (See Table 4). Compared to AM4-MG2, AM4-
MG2-ExpSed shows weaker precipitation, less removal of cloud water, and stronger aerosol indirect effects 
on liquid clouds.

In AM4-MG2-IceNucl, the Meyers et al. (1992) ice nucleation scheme that only depends on temperature 
(Equation 2) is used, rather than the mineral dust and temperature-dependent parameterization following 
Fan et al. (2019) (Equation 1). The Meyers et al. (1992) scheme generates much more ice crystals (by a factor 
of 3 or more as shown in Figure 4 in Fan et al. (2019)). More ice crystals result in smaller ice crystal sizes 
for constant ice water content. Smaller sizes suppress the conversion of ice to snow, because the conver-
sion requires that ice crystal size to reach a threshold (Morrison & Gettelman, 2008). Consequently, more 
ice remains in the atmosphere. The IWP increases substantially, so does LWCRE (Figures 14b and 14d). 
Moreover, smaller sizes also lead to the faster WBF process and consume more cloud water, resulting in 
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Figure 13.  The ratio of accretion to autoconversion in (a), autoconversion rate in (b), and accretion rate in (c) versus stratiform liquid water path (LWP) from 
AM4-MG2 (blue), AM4.0 (red), and estimates from VOCALS observations (black cross). AM4-MG2 and AM4.0 are sampled over hourly instantaneous three-
dimensional autoconversion and accretion rates between [60°S, 60°N] for October and November 2008.

Name Sedimentation Ice nucleation Horizontal resolution

AM4-MG2 time-implicit dust and temperature-dependent (Fan et al., 2019) 1º × 1º

AM4-MG2-ExpSed explicit (substepping) dust and temperature-dependent (Fan et al., 2019) 1º × 1º

AM4-MG2-IceNucl time-implicit temperature-dependent only (Meyers et al., 1992) 1º × 1º

AM4-MG2-0.5deg time-implicit dust and temperature-dependent (Fan et al., 2019) 0.5° X 0.5°

Table 5 
Comparison of AM4-MG2 and Sensitivity Tests
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Figure 14.  Zonal means of (a) shortwave radiative effect (SWCRE), (b) longwave radiative effect (LWCRE), (c) stratiform liquid water path (LWP), (d) 
stratiform ice water path (IWP), (e) low cloud amount, and (f) high cloud amount from AM4-MG2, and sensitivity tests with explicit sedimentation scheme 
(AM4-MG2-ExpSed), with temperature-dependent only ice nucleation scheme (AM4-MG2-IceNucl) (Meyers et al., 1992), with 0.5° × 0.5° degree horizontal 
resolution (AM4-MG2-0.5deg).
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lower LWP in the mixed-phase regimes of the mid and high latitudes. Less ice sedimentation from above 
causes less riming of cloud water by ice, and hence higher LWP and low-level cloud amount in the tropics 
and sub-tropics (Figures 14c and 14e). Considering these changes in the LWP, IWP, and cloud amounts 
(Figures 14e and 14f), we expect the ice fraction will go up.

Figure 15 shows the ice fractions as a function of temperature from AM4-MG2-IceNucl, AM4-MG2, and the 
CALIPSO-GOCCP observations (similar to Figure 11). Note that the ice fraction from AM4-MG2-IceNucl 
is also estimated from daily instantaneous cloud fields for 2008. Compared to the CALIPSO-GOCCP obser-
vations, AM4-MG2-IceNucl overestimates the ice fraction. When temperature is colder than −20°C, the ice 
fraction is almost 1 and much higher than the observations. It then decreases quickly to 0 when temperature 
is around 0°C. Compared to AM4-MG2, AM4-MG2-IceNucl tends to show higher ice fraction, especially for 
temperature lower than −10°C. This is consistent with our expectation, and confirms that the ice nucleation 
parameterizations play an important role in the cloud phase simulations.

In AM4-MG2-0.5deg, we refine the horizontal resolution from 1° (about 100 km) to 0.5° (about 50 km). 
Unlike AM4-MG2-ExpSed or AM4-MG2-IceNucl, the refined resolution has little impact on the simulated 
cloud water and ice fields. The LWP declines slightly and the IWP rises a little (Figures 14c and 14d). The 
weak sensitivity here is in line with Guo et al. (2014). They showed better cloud simulations with higher 
skill scores in SWCRE and LWCRE when the resolution is increased from 200  to 100 km, but muted chang-
es in cloud fields after the resolution is further increased to 50 km.

6.  Summary and Discussion
This paper describes the implementation of the two-moment Morrison-Gettelman bulk cloud microphys-
ics with prognostic precipitation (MG2) and the mineral dust and temperature-dependent ice nucleation 
scheme in the GFDL AM4.0: AM4-MG2. Various aspects of the global simulation results, including model 
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Figure 15.  As in Figure 11, but replacing the ice fraction from AM4.0 with that from AM4-MG2-IceNucl. The ice fraction from AM4-MG2-IceNucl is based on 
daily instantaneous cloud water, ice, and snow fields for 2008.
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mean climate, cloud microphysical and macrophysical properties, have been evaluated against observations 
and reanalyses.

The model skill scores of AM4-MG2 are comparable to those of AM4.0. More importantly, AM4-MG2 shows 
improved coastal stratocumulus and seasonal cycles, higher accretion-to-autoconversion ratio, and more 
realistic ice fraction (or supercooled liquid fraction). These improvements lead to better agreements with 
satellite and in-situ observations. The better stratocumulus simulations are possibly related to the weaker 
autoconversion, which is a dominant sink for cloud water especially when the precipitation is diagnostic. 
The Manton and Cotton (1977) parameterization in AM4.0 is too efficient and removes too much cloud wa-
ter. As shown in Figure 13b, the AM4.0 autoconversion rate is far above observational estimates, especially 
for clouds with the LWP lower than 100 g m−2, such as coastal stratocumulus. Meanwhile, AM4-MG2 em-
ploys the Seifert and Beheng (2001) autoconversion scheme and prognostic precipitation treatment. They 
lead to a significant reduction in the autoconversion rate (by a factor of 2 or more), and help sustain the 
coastal stratocumulus.

Prognostic precipitation decreases the dependence of precipitation on autoconversion and enhances the 
contribution from accretion, in line with previous studies (Gettelman et al., 2015; Posselt & Lohmann, 2009). 
Consequently, the rain formation is dominated by accretion, rather than autoconversion. This not only im-
proves the agreement of process rates with in-situ measurements, but also better represents the cloud sen-
sitivity to aerosols, for example, the relationship between the LWP and aerosols (Quaas et al., 2009; Wang 
et al., 2012). The weaker dependence on autoconversion results in weaker impacts of drop number changes 
on rain production, and cloud LWP and lifetime. The aerosol radiative flux perturbations are estimated to 
be −0.62 W m−2 in AM4-MG2, about 15% weaker than that in AM4.0.

Prognostic treatment of precipitation does require more computations. The mass mixing ratio and number 
concentration of rain and snow are subject to large-scale transport and turbulence mixing. Substepping the 
cloud microphysical processes needs additional costs. These additional costs, however, are partly compen-
sated (about 3%) by replacing the explicit (substepping) sedimentation scheme with the time-implicit one. 
As a result, the overall computational cost increases by about 10% in AM4-MG2 compared to AM4.0. The 
increase is affordable given the rapidly growing computational power.

The time-implicit sedimentation scheme is computationally efficient and numerically stable. It speeds up 
the microphysical module by about 15% in AM4-MG2 at the cost of some additional numerical diffusion. 
There is a tradeoff between efficiency and accuracy (see Appendix for detailed discussion on the implicit 
and explicit schemes). At higher resolution with more computational costs, the numerical solutions con-
verge onto exact solutions. At lower spatial and temporal resolution, the implicit scheme does introduce 
more diffusion in the sedimentation process and is less accurate than the explicit scheme (Figure A1). More 
diffusion leads to more shift from autoconversion to accretion and thus weaker (or less negative) aerosol 
RFP than that with the explicit scheme (Table 4). The numerical error of the implicit scheme is a source of 
uncertainty, although it may not be necessarily more significant than other uncertainties such as hydrome-
teor fall speed in GCMs which itself has significant spread (Mitchell et al., 2008; Zhao et al., 2013). Further-
more, other desirable characteristics such as exact conservation of the total moist energy make the implicit 
sedimentation scheme appealing. A variant of the implicit sedimentation scheme, which uses a higher-or-
der Lagrangian remapping method (Lin, 2004) and is thus much more accurate, has been selected for the 
operational Global Forecast System (GFS) and is used in the GFDL System for High-resolution prediction 
on Earth-to-Local Domains (SHiELD) (Harris, Zhou, Lin, et al., 2020; Zhou et al., 2019).

The mineral dust and temperature-dependent ice nucleation scheme yields lower ice fractions. The de-
pendency on dust promotes the land-ocean contrast. The ice fraction is higher in the Northern Hemisphere 
than that in the Southern Hemisphere, which compare favorably with satellite retrievals. The improved 
partitioning between cloud liquid and ice is encouraging, not only because the cloud phase simulations are 
challenging due to poorly constrained ice microphysics at the process level (e.g., ice nucleation), but also 
because the partitioning is closely tied to cloud feedback and climate sensitivity, and in turn influences the 
current and future climate (Tan et al., 2016; Zelinka et al., 2020).

Assessing the climate sensitivity with AM4-MG2 in the coupled mode will be among key areas of our fu-
ture work. Future work also involves incorporating the ice nucleation parameterization in the convection, 
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investigating the longwave radiative flux perturbation caused by anthropogenic aerosols, and further en-
hancing the subtropical stratocumulus clouds especially along the coasts (e.g., by increasing vertical reso-
lution). AM4-MG2 has been tuned mainly under the “top-down” constraints such as radiative fluxes and 
precipitation. It has some common biases shared by many GCMs including AM4.0. For example, the LWP 
is underestimated. The rain formation is too efficient even when cloud drop size is still small. In order to 
alleviate these biases, “bottom-up” constraints at the process level, such as constraints on the accretion to 
autoconversion rate, need to be considered for future model development (Held et al., 2019; Jing et al., 2017; 
Mülmenstädt et al., 2020; Suzuki et al., 2013).

Appendix:  Time-Implicit Versus Explicit (Substepping) Sedimentation 
Schemes
The one-dimensional sedimentation equation can be written as

  
 

 
0q vq

t z
� (A1)

where q is a hydrometeor species (e.g., rain) and v is its fall velocity (downward positive).

�(1)	� Time-implicit sedimentation scheme

After discretization, the finite difference equation in a time-implicit format is
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where δt is time step, and δzk is the depth of k-th vertical layer. After re-arranging Equation A2, the hydro-
meteor at the n+1 time step and the k vertical layer ( 1n

kq ) can be calculated as below
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 assuming zero fall velocity at the model top (k = 1). It is clear 1n

kq  is non-negative. 

The implicit scheme is conservative and numerically stable regardless of the Courant number.

�(2)	� Explicit (substepping) sedimentation scheme

An explicit upwind discretization can be written as,

  


   
1 1 1

n n n
n k k k k k k
k

k

q z q v t q v tq
z� (A4)

where 



  1 1

1 1
1

(1 )n n v tq q
z

 at the model top. There is a chance that 1n
kq  becomes negative, which is physi-

cally unreasonable, if the Courant number is greater than 1. The explicit scheme is conservative, and nu-
merically stable if the CFL stability criterion is satisfied. This requires substepping (or more computational 
costs) to keep the Courant number below or equal to 1.

�(3)	� Comparison between the implicit and explicit sedimentation schemes

Both implicit and explicit schemes are first-order accurate. Their truncation errors are O(δt + δz). In the 
limit δt and δz → 0, the implicit scheme converges to the exact solution. The explicit scheme also converges 
if the CFL criterion is met.
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To further compare the performance of both schemes, we conducted an idealized test where rain fell at a 
constant speed of 1.5 m s−1 and the Courant number was 1.8. In this test, the explicit scheme required two 
substeps but the implicit scheme did not. As shown in Figure A1, both schemes are able to capture the peak 
and profile. But the implicit scheme smears out the rain water content (Figure A1a). It is more diffusive and 
shows larger root mean square errors than the explicit scheme (Figure A1b), although it is more computa-
tionally efficient (Figure A1c). In other words, higher efficiency in the implicit scheme is achieved at the 
expense of accuracy.

Data Availability Statement
The AM4.0/LM4.0 source codes are available at http://data1.gfdl.noaa.gov/nomads/forms/am4.0/. The 
AM4.0 model data have been deposited in the CMIP6 archive with the identifier https://doi.org/10.22033/
ESGF/CMIP6.1401. The original MG2 source code was based on the CESM2.1.3 release, which is avail-
able at http://www.cesm.ucar.edu/models/cesm2/release_download.html. The AM4-MG2 source codes 
can be found at https://github.com/NOAA-GFDL/AM4/tree/MG2_xanadu_2020.02.01, or https://doi.
org/10.5281/zenodo.4313356. The AM4-MG2 model data can be downloaded at ftp://data1.gfdl.noaa.gov/
users/Huan.Guo/microphysics/AM4-MG2/.

The CERES-EBAF and GPCP data can be obtained from https://ceres.larc.nasa.gov/data/and https://
psl.noaa.gov/data/gridded/data.gpcp.html, respectively. The TRMM data set can be access from https://
disc.gsfc.nasa.gov/datasets/TRMM_3B42_7/summary. (DOI: 10.5067/TRMM/TMPA/3H/7). The GCM Ori-
ented Cloud Calipso Product (CALIPSO-GOCCP) is available at https://climserv.ipsl.polytechnique.fr/cf-
mip-obs/Calipso_goccp.html
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Figure A1.  The vertical profiles of rain water content (q) at t = 0 min (black), 4 min (blue), and 8 min (orange) with the implicit (dotted) and explicit (solid) 
schemes in (a), and the time series of root mean square errors (rmse) in (b) and computational cost estimates (i.e., CPU time here) in (c) with the implicit 
(dotted) and explicit (solid) schemes.
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